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ABSTRACT: Plant diseases lead to a significant decrease in product efficiency and economic losses 
for producers. However, early detection of plant diseases plays an important role in preventing these 
losses. Today, Convolutional Neural Network (CNN) models are widely used for image processing in 
many fields such as face recognition, climate, health, and agriculture. But in these models, the weights 
of the layers are randomly initialized during training, which increases training time and decreases 
performance. With the method known as Transfer Learning in the literature, CNN models are trained 
on large databases such as ImageNet. Then, pretrained CNN models are created using the weights 
obtained in this training. Thus, training time decreases while performance improves. In this study, 
standard and pretrained versions of popular CNN models DarkNet-19, GoogleNet, Inception-v3, 
Resnet-18, and ShuffleNet have been used for automatic classification of diseases from leaf images of 
potato, cotton, bean, and banana. In the experimental study, the classification performances of all these 
standard and pretrained CNN models are presented comparatively. Experimental results have shown 
that the performance of CNN models is significantly improved by transfer learning, even in a small 
number of epochs.  
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1. INTRODUCTION 

In parallel with the rapid increase in the world's population, the demand for agricultural 
products also increases. Increased productivity in agricultural products is very important to 
meet this demand. However, plant diseases lead to decreases in crop productivity, economic 
losses, and an inability to meet the increasing demand. However, early detection of plant 
diseases plays an important role in preventing these losses. Experts and laboratories are required 
to detect plant diseases. However, this increases the transaction costs and leads to time loss [1]. 
Today, methods based on image processing technology are frequently used for the detection of 
plant diseases [2]. Convolutional Neural Network (CNN) models, one of the most up-to-date 
image processing technologies, are widely used in many areas such as face recognition, climate, 
health, and agriculture. 

There are many CNN-based studies for the detection of plant diseases in the literature. Chen et 
al. [3] proposed a CNN model called Mobile-Atten, which is based on the MobileNet-v2 CNN 
model. In the study, they performed disease detection and classification using rice leaves with 
the Mobile-Atten model. In another study focusing on disease detection using rice leaves, 
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Shrivastava et al. [4] used AlexNet architecture. In the study, they reached a 91.37% 
classification accuracy rate. Abbas et al. [5] proposed a method called C-GAN based on the 
DenseNet CNN model for disease detection using tomato leaves and achieved a 99.51% success 
rate. Türkoğlu et al. [1] suggested a new CNN model consisting of 18 layers for disease 
detection using apricot images. Sert [6] proposed a new method called Faster R-CNN-GC, 
which is based on image compositing, GoogleNet, and Faster R-CNN. In the study, the 
detection of pepper and potato leaves was carried out and the type of disease was determined 
from these leaves. On the other hand, Khan et al. [7] proposed an approach called CCDF for 
disease detection using apple and banana leaf images. In this approach, feature extraction from 
apple and banana images is performed with pretrained VGG-16 and AlexNet models, and then 
classification is performed with the Support Vector Machine (SVM). Aksoy et al. [8] performed 
disease detection with AlexNet, DenseNet-121, Resnet-34, Squeezenet, and VGG-16 CNN 
models using apple leaf images and compared the performances of these models. Hassan et 
al.[9]performed disease detection with Inception-v3, InceptionResNet-v2, MobileNet-v2, and 
EfficientNet-b0 CNN models using leaf images of 14 different plants. Arivazhagan and League 
[10] proposed a 7-layer CNN model for disease detection using leaf images of the mango plant. 
The proposed model was found to classify the test data correctly at a rate of 96.67%. 
Priyadharshini et al. [11] performed disease detection using corn leaf images with the modified 
LeNet model and achieved a success rate of 97.89%. Dinata et al. [12] achieved a 63.7% success 
rate with the CNN model they proposed for disease detection using strawberry leaf images. 

In this study, DarkNet-19, GoogleNet, Inception-v3, Resnet-18, and ShuffleNet models, which 
are popular CNN models, have been used for automatic classification of diseases from leaf 
images of potato, cotton, bean, and banana. In addition, pretrained versions of these models 
have also been used in the study. Experiment results show that the performance is significantly 
increased even in a small number of epochs with “Transfer Learning.”  

The rest of the study has been organized as follows. In the Material and Methods section, CNN 
models, the concept of transfer learning, the datasets, and the workflow of the study are 
presented. In the Results and Discussion section, experimental study and results are given in 
detail. In the last section, the obtained results are discussed. 
 
2. MATERIAL AND METHODS 

2.1. Convolutional Neural Networks (CNN) 

CNN is a special type of Neural Networks (NN). It was developed by drawing inspiration from 
the biological model of the visual cortex of animals. CNNs are frequently used in image and 
audio processing due to advantages such as highly accurate identification, automatic feature 
extraction, and learning [13]. CNNs consist of many layers. Its basic layers are the convolution 
layer, pooling layer, and classification layer. In the convolution layer, feature extraction is 
carried out by hovering small filters over the image. The pooling layer is used to reduce the size 
of the features. The final layer of CNN and the layer in which classification is carried out is the 
classification layer [1].  

In this study, DarkNet-19, GoogleNet, Inception-v3, Resnet-18 and, ShuffleNet CNN models 
have been used. The DarkNet-19 model was proposed by Redmon [14]. It consists of 19 layers 
in total and the image input size is 256. The GoogleNet model was proposed by Szegedy et al. 
[15] and the image input size and number of layers are 224 and 22, respectively. In the 
Inception-v3 model proposed by Szegedy et al. [16], the image input size is 299 and it consists 
of 48 layers. The ResNet-18 model with an image input size of 224 and 18 layers was proposed 
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by He et al. [17]. In the ShuffleNet model proposed by Zhang et al. [18], the image input size 
is 224 and it consists of 50 layers.  

In this study, pretrained versions of CNN models created with the Transfer Learning method 
have also been used. In CNN models, the weights in the layers are randomly initialized during 
training. This leads to a longer training period and decreased performance. Transfer Learning 
is a learning approach that examines the use of the information learned during the training phase 
of machine learning systems in different or similar problem solutions [19]. With the Transfer 
Learning method, CNN models are first trained on large databases such as ImageNet. Then, 
pretrained CNN models are created using the weights obtained in this training. Thus, training 
time decreases while performance improves. 

 

2.2. Image Datasets 

In this study, 4 different datasets on potato, cotton, bean, and banana, obtained from Kaggle, 
have been used [20-23]. The potato dataset consists of 3 classes, Early Blight, Healthy, and 
Late Blight, and 2152 images. The cotton dataset consists of a total of 4 classes, bacterial blight, 
curl virus, fusarium wilt, and healthy, as well as 1711 images. The bean dataset consists of 3 
classes, angular leap spot, bean rust, and healthy, as well as 1296 images. The banana dataset 
consists of 4 classes, Cordana, Healthy, Pestalotiopsis, and Sigatoka, as well as 936 images. 
Samples images from both datasets are shown in Figure 1. 

 

 
Figure 1. Sample images from datasets 
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2.3. Methods 

In this study, standard and pretrained versions of DarkNet-19, GoogleNet, Inception-v3, 
Resnet-18, and ShuffleNet CNN models have been used for automatic classification of diseases 
using leaf images of potato, cotton, bean, and banana. In all datasets, %80 and %20 images 
have been used for training and testing processes, respectively. In addition, 10% of the training 
data have been selected for train validation. The workflow diagrams of the study have been 
given in Figure 2 for standard CNN models and in Figure 3 for pre-trained CNN models. In 
standard CNN models, the weights of the layers have been initialized randomly during training. 
On the other hand, In pretrained CNN models,  standard CNN models are first trained on large 
databases such as ImageNet. Then the weights of the layers obtained from the training are 
transferred. 

 

 
Figure 2. Workflow for standard CNN models 

 

 

 

Figure 3. Workflow for pretrained CNN models 
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3. RESULTS AND DISCUSSION 
 

For all CNN models, the max epoch value, the mini-batch size value, and the initial learning 
rate value have been selected as 5, 25, and 0.001, respectively. In addition, all CNN models 
have been run ten times on all datasets, and comparison has been carried according to the mean 
and maximum accuracy values obtained in train validation and testing processes. Additionally, 
mean training accuracy curves, confusion matrices, and ROC curves of each CNN model have 
been presented comparatively. 

Table 1 shows the results obtained from the potato dataset. When the results are examined, it is 
seen that Pretrained-DarkNet-19 had the best performance with 99.59 mean accuracy and 100 
maximum accuracy values for training validation. For the test, Pretrained-ResNet-18 had the 
best results with 99.67 mean accuracy and 100 maximum accuracy. Standard GoogleNet had 
the worst performance for both training validation and testing. In addition, it is easily seen that 
the performance of standard CNN models has increased by up to 7% with the transfer learning 
method. 

Table 1. Results for the Potato dataset 
 

 TRAIN VALIDATION TEST 
 Acc. 

(mean) 
Acc. 

(max) 
Std.Dev. Acc. 

(mean) 
Acc. 

(max) 
Std.Dev. 

DarkNet-19 98.63 99.13 0.48 98.49 99.30 0.55 

GoogleNet 92.65 96.51 3.66 93.14 96.05 2.44 

Inception-v3 95.70 97.38 1.26 95.67 96.98 0.86 

ResNet-18 98.20 99.13 0.65 97.44 97.91 0.49 

ShuffleNet 94.39 96.80 1.25 94.37 96.74 1.45 

Pretrained-DarkNet-19 99.59 100.00 0.46 99.56 100.00 0.43 

Pretrained-GoogleNet 99.01 99.42 0.53 98.81 99.53 0.79 

Pretrained-Inception-v3 99.10 99.42 0.29 99.30 99.77 0.36 

Pretrained-ResNet-18 99.45 100.00 0.29 99.67 100.00 0.22 
Pretrained-ShuffleNet 98.90 99.71 0.49 99.12 99.77 0.46 

  
 

Table 2 shows the results obtained from the cotton dataset. When the results are examined, it is 
seen that Pretrained-GoogleNet had the best results in all values except mean accuracy for the 
test. In addition, it is easily seen that the performance of standard CNN models has increased 
by around 25% with the transfer learning method. 

Table 3 shows the results obtained from the Bean dataset. When the results are examined, it is 
seen that Pretrained-DarkNet-19 had the best performance with 94.54 mean accuracy and 97.1 
maximum accuracy for training validation, and 94.22 mean accuracy and 96.9 maximum 
accuracy for testing. In addition, it is easily seen that the performance of standard CNN models 
has increased by 20% with the transfer learning method. 
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Table 2. Results for the Cotton dataset 
 

 TRAIN VALIDATION TEST 
 Acc. 

(mean) 
Acc. 

(max) 
Std.Dev. Acc. 

(mean) 
Acc. 

(max) 
Std.Dev. 

DarkNet-19 71.46 77.01 3.43 73.56 80.76 4.51 
GoogleNet 66.24 72.99 4.98 65.34 74.93 6.54 

Inception-v3 69.23 74.45 3.01 63.85 77.55 5.82 
ResNet-18 75.69 80.66 3.80 75.10 79.59 4.03 
ShuffleNet 70.11 74.45 3.59 65.25 73.47 5.24 

Pretrained-DarkNet-19 71.28 87.96 12.83 69.59 87.76 10.58 
Pretrained-GoogleNet 92.85 95.62 2.52 91.05 94.17 1.91 

Pretrained-Inception-v3 89.60 91.24 0.99 91.95 93.88 1.49 
Pretrained-ResNet-18 89.89 90.88 0.89 89.42 93.29 2.06 
Pretrained-ShuffleNet 88.21 90.51 1.76 89.10 91.84 1.85 

  
 

Table 3. Results for the Bean dataset 
 

 TRAIN VALIDATION TEST 
 Acc. 

(mean) 
Acc. 

(max) 
Std.Dev. Acc. 

(mean) 
Acc. 

(max) 
Std.Dev. 

DarkNet-19 75.27 77.78 2.71 74.61 79.46 2.33 
GoogleNet 69.66 74.40 3.38 65.08 69.38 2.69 

Inception-v3 71.11 74.40 2.08 68.80 71.71 2.89 
ResNet-18 72.90 78.26 2.93 71.32 76.36 3.78 
ShuffleNet 65.02 69.57 4.37 63.37 67.44 3.93 

Pretrained-DarkNet-19 94.54 97.10 1.55 94.22 96.90 1.84 
Pretrained-GoogleNet 91.01 92.27 2.01 91.36 93.41 1.89 

Pretrained-Inception-v3 91.93 92.75 0.60 93.37 94.19 0.62 
Pretrained-ResNet-18 94.30 96.14 1.01 94.69 96.51 1.14 
Pretrained-ShuffleNet 92.13 94.20 1.64 91.82 94.19 1.28 

 
 

Table 4. Results for the Bean dataset 
 

 TRAIN VALIDATION TEST 
 Acc. 

(mean) 
Acc. 

(max) 
Std.Dev. Acc. 

(mean) 
Acc. 

(max) 
Std. Dev. 

DarkNet-19 89.47 92.67 3.45 87.82 93.09 3.68 
GoogleNet 69.87 81.33 10.19 70.90 81.38 7.97 

Inception-v3 82.80 86.00 3.40 81.65 86.70 4.47 
ResNet-18 87.40 90.67 3.96 85.64 91.49 3.82 
ShuffleNet 76.87 82.67 4.66 75.96 85.11 5.88 

Pretrained-DarkNet-19 92.73 98.00 4.47 89.31 94.15 2.69 
Pretrained-GoogleNet 96.60 98.67 1.06 93.30 95.21 1.65 

Pretrained-Inception-v3 94.33 96.00 1.23 91.38 93.09 1.25 
Pretrained-ResNet-18 94.33 97.33 1.78 90.59 93.09 2.08 
Pretrained-ShuffleNet 92.53 94.67 1.36 89.26 92.55 2.09 
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Table 4 shows the results obtained from the Banana dataset. When the results are examined, it 
is seen that Pretrained-GoogleNet had the best performance. In addition, it is easily seen that 
the performance of standard CNN models has increased by around 10% with the transfer 
learning method. 

Mean training accuracy curves of all models obtained from the Potato, Cotton, Bean, and 
Banana datasets are shown in Figure 4, Figure 5, Figure 6, and Figure 7, respectively. When 
the figures are examined, it is seen that the accuracy values of the pretrained CNN models reach 
high values even in the early iteration. In standard CNN models, it is seen that accuracy values 
do not increase much even in later iterations. 

 

 
Figure 4. Mean training accuracy curves for the Potato dataset 

 
 
 

 
Figure 5. Mean training accuracy curves for the Cotton dataset 
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Figure 6. Mean training accuracy curves for the Bean dataset 

 
 
 

 
Figure 7. Mean training accuracy curves for the Banana dataset 

 
Confusion matrices obtained from the tests of potato, cotton, bean and, banana datasets in all 
CNN models are given in Figures 8, 9, 10, and 11, respectively. A confusion matrix is a table 
that is used to describe the performance of a model by referring to its accuracy rates in each 
class. The rows in the confusion matrix show the predicted class (Output Class) and the columns 
show the true class (Target Class). When the matrixes are examined, it is easily seen that the 
class-based correct prediction rates of the pretrained CNN models are higher than the standard 
CNN models. 
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Figure 8. Confusion matrices of Potato dataset 
 
 
 

 
 

Figure 9. Confusion matrices of Cotton dataset 
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Figure 10. Confusion matrices of Bean dataset 
 
 
 

 
 

Figure 11. Confusion matrices of Banana dataset 
 
The Receiver-Operating Characteristic (ROC) curves obtained from potato, cotton, bean, and 
banana datasets are shown in Figures 12, 13, 14, and 15, respectively. ROC curves show the 
relationship between the false-positive rate (FPR) and the true-positive rate (TPR). It is seen 
that pretrained CNN models have higher true-positive rates in all datasets. 
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Figure 12. ROC Curves for Potato dataset 
 
 

 
Figure 13. ROC Curves for Cotton dataset 
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Figure 14. ROC Curves for Bean dataset 

 
 

 
 

Figure 15. ROC Curves for Banana dataset 
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4. CONCLUSIONS 

Plant diseases lead to decreases in crop productivity, economic losses, and an inability to meet 
the increasing demand. However, early detection of plant diseases plays an important role in 
preventing these losses. Methods based on image processing technology play an important role 
in the detection of plant diseases. In this study, DarkNet-19, GoogleNet, Inception-v3, Resnet-
18 and, ShuffleNet models, which are popular CNN models, have been used for automatic 
classification of diseases from leaf images of potato, banana, cotton, and bean. In addition, 
pretrained versions of these models, the weights of which were previously trained in different 
large databases with the "Transfer Learning" method, have also been used in the study. When 
the experiment results were examined in general, it was seen that the Pretrained-DarkNet-19 
and Pretrained-GoogleNet models had the highest performance. In addition, the experiment 
results revealed that the success rates of standard CNN models increase by 7% to 25% with the 
transfer learning method, even at very low numbers such as 5 epochs. In future studies, features 
can be extracted from plant disease images with CNN and various classification algorithms can 
be used in the classification phase. 
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